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Annotation. Confidence interval estimations in linear models have been of large interest in
social science. However, traditional approach of building confidence intervals has a set of
assumption including dataset having no extreme outliers. In this study, we discuss presence of
severe outliers in linear models and suggest bootstrap approach as an alternative way to construct
confidence intervals. We conclude that bootstrap confidence intervals can outperform traditional
confidence intervals in presence of outliers when sample size is small or population distribution is
not normal. Lastly, we encourage researchers to run a computer simulation to evaluate
conclusions of this study.
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YU3UKJ/IU MOJEJJIAPJIA BOOTCTPAI UIIIOHY/IMK HHTEPBAJIJIAPH:
YET KUMIMATJIAP XOJIATH

Paxumoe 3appyx AMuHosu4

TowkeHm xankapo eecmmuHcmep yHugepcumemu
Paxumoea Hunyghap AmuHosHa

TowkeHm xaskapo eecmmuHcmep yHugepcumemu

AnHomayus. Yu3ukau Mmodesasapdasu UWOHY OPAJAUFUHU 6axosnaul udcmumoultl
daHaapda kamma Kusukuw yturomou. Bupok, uwoH4 opaaukaapuHu KypullHUH2 aH®aHaesull
éHdawysu 6up Kamop maxMuHAapaa 32d, Wy Hymaa0aH MasaymMomaap mynaamu xe4 KaHoatl
xaddaH mawkapu yezapaaapaa 32a amac. Ywoby madkukomaa 6u3 yusukau modeaiapoa xcudduii
yezapanap MasxcyO0Au2UHU MyXOKaAMAa KUAAMU3 84 UWOHY OPAAUKAAPUHU KyPUWHUHE MYKOOU
ycyau cugpamuda wkaaw ycyAuHU makaug kuaamus. Hamyma xaxemu kKuvuk 6ysca éku
nony/asayusi makcumMomu HOpMmasa 6yamaca, WKAAWHUHZ UWOHY OPAAUFU AHBAHABUL UWOHY
opaauKAapuodaH ycmyH 6yauwu MyMKUH de2aH xy/aocaza keaduk. Huxosasm, maokukomvuaapHu
ywby madKukom HamuxcaadpuHu 6axoaaul Y4yH KOMNMmMep CUMYAAYUSCUHU Uw2a
MywupuwHU mascus KUa1amus.

Kaaum cy3zaap: 6oomcmpan, Yusukau Modes, UWOHY OPAAUFU, SKCmpeMas Yyezapaaap,
Katima HaMyHa oAUl
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BYTCTPAI-A0OBEPUTE/IbHBIE UHTEPBAJIbI B IMHEWMHBIX MOJEJ/IAX:
CJIYYAH BBIBPOCOB

3appyx Paxumoe AmMuHogu4

MedcdyHapodHblili eecmmuHcmepckull yHusepcumem 8 Tawkenme
Huaydghap Paxumoea AMuHo8Ha

MescdyHapodHblil gecmmuHcmepckull yHugepcumem 8 TawkeHme

AHHomayusa. OyeHku 0dosepumesibHbIX UHMEP8A/o8 8  JUHEUHbIX MO00JeAasix
npedcmas/saiom 604AbWoll UHMepec 8 coyuanbHbvix Haykax. O0HaKo mpaduyuoHHbIl hodxo0 K
nocmpoeHur dogepumesibHbIX UHMep8as08 npednosiazaem psd donyweHull, 8kar4asi Habop
JaHHbIX, He UMeWUll IKCMpeMaibHbIX 8blOPOCo8. B amom uccaedo8aHuu Mvl o06cyxrcoaem
Ha/u4ue cepbe3HbiX 8bI6POCO8 8 AUHEUHbIX MOJesX U npediazaem mMemod Ha4a1bHOU 3az2py3Ku
8 Kauecmee a/bMepHAMUBHO20 CNOCO6A NOCMpOeHUsl 008epumesabHblX UHMepeasnos. Mul
npuwau K 8vleody, 4mo dosepumesibHble UHMep8aJibl HAYAAbHOU 3a2py3Ku Mo2ym
npegocxodums mpaduyuoHHble dogepumesibHble UHMEPS8A/Ibl NPU HAAUYUU 8bl6POCO8, K020a
pasmep 8bl60pKU HEBENUK UAU pacnpedeseHue NonyAsayuu He S8.15emcsl HOpMaabHbIM. HakoHey,
Mbl npusbleaem uccaedosameeli npogecmu KOMnbIOMepHoe ModeauposaHue, Ymobbl OYeHUMb
8b1800bl 3M020 UCCAe008AHUS.

Kawueewle csaoea: 6ymcmpan, sauHeliHas Modeab, dosepumesbHblll  UHMep8ad,
3KCMpeMasibHble 8bI6POCHI, NOBMOPHAS 8bIOOPKA.

Introduction.

Regression model has become one of widely used econometrics models across various
disciplines. One of the simplest and widespread version of regression is linear regression.
Linear regression builds linear relationship between dependent and explanatory variables.
Although linearity is almost always an approximation to real life scenario, it has proven to be
good enough to evaluate relationship of different variables. Linear regressions have been
primary used for two purposes. First of all, linear models are used to evaluate whether a certain
factors really has an impact on a dependent variable and what is the impact. Secondly, linear
model is used to make predictions of dependent variable. Compared to other econometric
models, linear model is easy to build and to interpret.

In this study we concentrate on the first usage of the linear models, i.e. impact of one
variable to another. This is done by estimating coefficients of estimates of each explanatory
variables. For example, if we want to evaluate what factors determine salary and we check years
of educations as one of the factors, then coefficient of “years of educations” (f;) show the
direction and size of the impact of this variable on salary.

Salary = By + B, *Years of Education + B, * Age + [f3 * Gender + [, x Region + -

However, before evaluating an impact of each variable to dependent variable, we always
check for the significance of impact. In other words, we carry hypothesis testing of checking
whether each coefficient is significantly different from zero

Hy: B, =0
Hi:p; #0

In other words, in the above hypothesis testing, we evaluate whether “Years of education”
have any impact on Salary. In order to decide on this hypothesis, most statistical packages make
use of traditional confidence intervals that are based on central limit theorem. However,
making a decision on such hypothesis using traditional confidence intervals relies on a set of
assumptions such as no outliers, no strong multicollinearity, stationarity of data sets,
heteroscedasticity to name just a few.
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In this study, we consider linear model estimation in presence of severe outliers and
suggest bootstap as alternative way of building confidence intervals which does not have
theoretical assumptions. We give theoretical background of bootstrap and theoretically explain
why it can lead to more accurate than the traditional boostrap interval.

The study in structured with the following sections. Firstly, we will have a look at
theoretical background of traditional confidence interval that are based on Central Limit
Theorem and explain why it can suffer in presence of large outliers. Secondly, we discuss
method of bootstrap and bootstrap as a resampling method. Thirdly, we review how confidence
intervals can be derive from bootstrap and how it can improve our estimation in the presence
of severe outliers.

Literature review.

Confidence intervals of coefficients provide interval estimates for the regression
coefficients. Modern statistical packages mostly provide traditional confidence intervals that
rely on Central Limit theorem.

Central Limit theorem (CLM) is a key concept in statistics and econometrics that is widely
used on modellings. It states that no matter what distribution your population has, if you get
sample averages from relatively large number of identically and independently samples, then
the distribution of sample means will be approximately normal or Gaussian (see graph below)
(Lind et al, 1967). The center of this normal distribution of sample means will be population
mean. This is a very valuable theorem that can applied in point and interval estimations of
regression models.

p p Gaussian

samples
of size n

X X X
},L X
population sampling distribution
distribution of the mean

Having only one sample, you can already make some inference about the population
parameter using the central limit theorem even when the distribution of population dataset is
not known.

Confidence interval based on CLM. If distribution of sample means is normally
distributed based on central limit theorem, we can make use of properties of standard normal
distribution, namely standard normal distribution (z distribution), and build 90%, 95% or
99% confidence intervals (Tibshirani et al, 2023)

B1 T Za * Se(ﬁl)
2
where

B, - is coefficient estimate from a random sample
za —is a precalculated statistic from standard normal distribution for any probability area
2

from standard normal distribution
se(f;) - sample variance which serves as an unbiased proxy for population variance
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We interpret confidence interval in the following way. 95% confidence interval mean that
if we build 100 confidence intervals from 100 samples taken from the population, then 95 of
those intervals will contain true population parameter f;. As a results, one can also check
whether population parameter is equal to zero by checking whether your estimated confidence
interval contains zero (Gujarati, 2012)

Yet, linear models have a set of assumptions that need to be satisfied so that its point and
interval estimates will be best unbiased efficient estimates. These assumptions are:

1. No severe outliers

2. No strong multicollinearity between explanatory variables

3. Mean value of error term and its constant variance (no heteroscedasticity)

4. Number of observations must be larger than 30

5. No autocorrelation of the error term (or stationarity)

Violation of any of these assumptions can make our coefficient or interval estimations
highly inaccurate or biased (Gujarati, 2012).

In this paper we consider presence of severe outliers, its impact on estimation if no
remedy is applied and consideration of bootstrap approach as a way of reducing impact of large
outliers.

Severe outliers can be the result of multiple sources, such as measurement error (e.g. few
observations are measured in thousands while all should be measured in million, one variable),
data entry errors, sampling errors or natural variations.

If no remedy is applied, outliers can lead to heteroscedasticity in residuals, make
coefficients biased and distort model accuracy. One of the common approaches of handling
outliers are removing them, capping extreme values at certain range/percentiles, removing
observations with high z-scores, log transforming or simply leaving them in the estimation as
they bear useful information (Greene, 2021)

However, sometimes it is not so easy to spot outliers or apply the correct approach of
removing or reducing impact of outliers. For this reason, we suggest alternative way of
estimating confidence intervals that will reduce impact of severe outliers which we will discuss
in next sections.

Methodology.

Bootstrap confidence interval estimation

OLS confidence intervals are relatively easy to estimate and is provided by any statistical
package, yet it is necessary to explain the concept of bootstrapping and how it can be used to
estimate confidence interval.

Bootstrap is rather a simple resampling methods that can be powerful when applied
intelligently. Bootstrap takes one sample and creates distribution of sample estimates by taking
creating other samples out of original sample. In other words, bootstrap treat original sample
as population and generates many samples out of it. Once a poll of boostrap samples are
generated, one can get parameter estimates from each bootstrap sample. As a result, we can
have a distribution of bootstrap sample estimates. Taking 2.5th and 97.5th percentiles from this
distribution will provide us with 95% confidence interval. Below, you can find visual
explanation of bootstrap. There are many types of bootstrap that might suitable for different
situations/violations of linear model (heteroscedasticity, outliers, multicollinearity etc).
Among them are regular bootstrap, iterated bootstrap, block bootstrap, bootstrap pairs or
bootstrap of residuals (Chernick, 2014).

201




Iqtisodiy taraqqiyot va tahlil, 2024-yil, fevral www.e-itt.uz

resamples statistics

Resample 1

I — S
Original Data / 'T‘— [1[hfL 1 \ The Bootstrap Distribution

Resample 2

|
= T

Aimﬂ]]—a— SB

Bootstrap in case of severe outliers

Imagine that we have a random sample where ten percent of data to be severe outliers.
That is some observations in response variable is highly dispersed from the remaining
observations. Applying bootstrap resampling 1000 times, we will have 1000 bootstrap samples.
Afterwards, we can apply z-score filtering and removing samples that have high z-score values
in the dataset (instead of removing only observations). Afterwards, we can estimates
coefficients of linear models constructed on remaining bootstrap samples that do not contain
high z-scores of observations. Lastly, once we have a distribution of coefficient estimates
derived from bootstrap samples, we can take 2.5th and 97.5th percentiles to construct our 95
per cent confidence intervals.

There are set of advantages of this approach over traditional method. Firstly, if sample
size is smaller than 30 if we remove outliers from the original dataset, bootstrap interval
estimation can still be derived. In contrast, traditional method required sample size to be larger
than 30 for estimates to be reliable enough. Secondly, by removing samples that contain
potential outliers, our distribution of estimates should not be influences by extreme outliers.
Lastly, bootstrap distributions of estimates does not have any assumptions of true distribution
of population dataset.

Results.

In this section we will present two outcomes of the simulation. One with case of no outliers
and the other with 10 per cent of data being as outliers. We will show also how size of
confidence intervals change as we grow our sample size.

Correctly specified model

At first we want to see how bootstrap confidence intervals perform compared to
traditional OLS

Confidence intervals. We expect that both perform relatively as good since this models
satisfies all assumptions of OLS models.

In the first chart below you can see how often true coefficient is falling within the
estimated confidence intervals. In case of all OLS assumptions satisfied, we expect true
coefficient to fall within estimated confidence intervals in 95 per cent of the cases. The chart
clearly shows that both traditional and bootstrap confidence intervals contain true parameter
in 90-100 percent of the cases which is expected outcomes.

Bootstrap intervals are slightly outperforming traditional OLS intervals due to the fact
that bootstrap intervals are simply larger in size across all simulated sample sizes.
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Accuracy of confidence intervals: correctly specified model
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Figure 1. Accuracy of confidence intervals: correctly specified model75

Misspecified model: case of bad outliers

As mentioned in previous chapters, we introduce bad outliers by taking first 10 per cent
of response variable and multiplying it by 5. At this point we expect traditional and bootstrap
intervals still being affected by outliers, but at different degrees.

Size of confidence intervals: correctly specified model
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Figure 2. Size of confidence intervals: correctly specified model 76

In the graph below, you can see that accuracy of traditional OLS confidence interval is far
below 95 per cent benchmark especially with large sample size. This means that in presence of
bad outliers, OLS confidence intervals will reject the null hypothesis when the null is true more
than 5 per cent of the cases. In a similar way, probably of accepting null hypothesis when it is

75 created by the author
76 created by the author
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false will also be larger than 5 per cent. In line with OLS assumptions, presence of these bad
outliers make inferences based on derived confidence intervals inaccurate.

Accuracy of Confidence intervals: case of Outliers
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Figure 3. Accuracy of Confidence intervals: case of Outliers””

In contrast, accuracy of bootstrap confidence interval is oscillating around 95 per cent
benchmark up to sample size of 150. This explained by the fact that number of outliers decrease
with double bootstrapping as well as size of intervals increase. As sample size increases over
150, absolute number of outliers are also larger, making chances of getting outliers in iterated
bootstrap higher. That explains why accuracy of double bootstrap intervals in sample sizes
above 150 are slightly below the benchmark of 95 per cent.
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Figure 4. Size of confidence intervals 78
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As aresults, if outliers are difficult to detect or cannot be removed as they carry important
information, higher levels of iterations are suggested in future studies when absolute number
of outliers are a lot.

Conclusion.

In this study, we considered theoretical side of applying bootstrap confidence intervals in
the context of linear models when severe outliers are present. As linear model estimates are
prone to inaccuracy when influence by extreme outliers, we suggest applying bootstrap
intervals by removing samples with large z-score of some observations. Bootstrap confidence
interval can do a better estimation in this context if sample size is small or distribution of
population dataset is unknown or non-normal.

As aresult, this study revealed a new alternative way of handling with extreme outliers in
our dataset when building linear regression. As mentioned in the earlier chapters, one if the
way to handle outliers is to remove them. If those outliers carry some useful information, then
this study have shown that with the method of bootstrap, we can reduce impact of severe
outliers and still have relatively good coverage of confidence intervals. Researchers can use the
method shown in this study especially for the cases of small sample which can be often the case
when carrying a small survey. Up the sample size of 140 observations, bootstrap confidence
intervals have proven to have quite good coverage rate. In other words, bootstrap confidence
intervals are include the true population parameter in at least 95 percent of the cases when
sample size is up to 140 observations. In case of higher sample size, researchers are advised to
consider alternative ways of handling outliers.

Lastly, there are some more topics arising from this study. One should evaluate
performance of traditional confidence intervals when outliers are still present and when a
remedy is applied. Then bootstrap intervals should be estimated based on the above explained
approach. Lastly, all three outcomes should be compared to conclude what approach is
performing best in presence of severe outliers. Further areas of research could be to application
of bootstrap approach in case of small samples where traditional approach can be sensitive to
samples smaller than 30 observations.
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